Adjoint Formulation Investigations of Benchmark Aerodynamic Design Cases in SU2

Thomas D. Economon∗, Juan J. Alonso†,
Stanford University, Stanford, CA, 94305, U.S.A.

Timothy Albring‡ and Nicolas R. Gauger§
Technical University of Kaiserslautern, Kaiserslautern, 67663, Germany

We investigate multiple adjoint formulations within the SU2 suite: a continuous adjoint in surface integral form, a continuous adjoint in field integral form, and a discrete adjoint leveraging algorithmic differentiation. The formulations are applied to the computation of drag sensitivities with respect to shape changes for four different external flow test cases, including the NACA 0012, RAE 2822, NACA 4412, and the Ahmed car body configuration. The main objective of this article is to draw meaningful conclusions about the performance of the available adjoint technologies for computing shape design gradients with a particular emphasis on accuracy. While all formulations provide gradients suitable for optimization purposes, we find that the inclusion of mesh effects in the field integral formulation of the continuous adjoint can provide improvements in sensitivity accuracy and robustness over the surface integral formulation.

I. Introduction

Adjoint methods for use in gradient-based optimal shape design have come a long way since early pioneering efforts in incompressible flows and airfoil design.1,2 Today, these methods are applied to large-scale problems of interest in the aircraft, automotive, and other engineering industries, and their effectiveness has been well documented in a rich body of literature over the past several decades for aerodynamic design in smooth, attached flows.

Due to the currently prohibitive cost of including scale-resolving simulations (Detached Eddy Simulation, Large Eddy Simulation, Direct Numerical Simulation) within the industrial design cycle in an automatic way, it is expected that Reynolds-averaged Navier-Stokes (RANS) will be the workhorse equation system for engineering design for years still to come. Given this situation, steady RANS is being pushed to its limits when embedded in shape design processes by calculating complex flows on highly-stretched, unstructured meshes composed of hundreds of millions of grid cells that may feature flow-induced or geometrically-induced separation. In light of this, it is imperative to understand the limitations of, and any opportunities for, the available adjoint-based techniques when computing aerodynamic sensitivities in these complicated situations with RANS.

Adjoint formulations are typically classified by their derivation as either continuous (the governing equations are first linearized then the result is discretized) or discrete (the governing equations are first discretized and the result is linearized). The merits for each approach have been discussed at length in literature, and they have been compared directly by several authors.3-5 While it is generally agreed that both approaches are equally useful sensitivity analysis techniques for aerodynamic shape design, the details of their implementation result in each having advantages and disadvantages under different circumstances. Even within the major categories of continuous and discrete, there are many different approaches to formulating the problem.
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For example, in recent years, practitioners of the continuous adjoint have been reconsidering the effects of the computational grid on the accuracy of shape sensitivities. From a mathematical point of view, the continuous adjoint equations and sensitivity formulas can be derived without any consideration given to discretization choices or even the existence of a grid on which to solve the equations. Some early derivations of the continuous adjoint did maintain terms related to the impact of grid displacements on the sensitivities in the form of field integrals. Later derivations removed the field integral terms entirely, resulting in sensitivity formulas that are surface integrals alone. The surface formulation is elegant, exact, and efficient: there is no need to perturb the grid, compute field integrals, or consider grid sensitivities.

It is important to note that these two continuous formulations based on surface and field integrals are mathematically equivalent, as demonstrated by Lozano et al. But, in practice, they can provide very different results. This was first noted by Anderson and Venkatakrishnan as inaccuracies arising from higher-order derivative terms appearing in the surface formulation for unstructured grids. Castro et al. offered a new surface formulation that alleviated these issues and improved sensitivity accuracy by focusing on simplifications and introducing shape calculus. Lozano presented clear discrepancies when comparing a surface formulation to finite differences for inviscid problems, and it was attributed to the fact that some analytic manipulations in the derivation do not hold at the discrete level, especially near geometric singularities (e.g., trailing edges). For turbulent flows, Lozano et al. concluded that the field integral formulation provides improvements in accuracy over the surface integral approach, but that the cost can be prohibitive unless the field integral terms are treated in a way that removes dependence on the number of design variables. Recently, Kavvadias et al. have presented a detailed discussion of the differences between the surface and field formulations and have also proposed a purely continuous method for including grid sensitivity terms that does not scale linearly with the number of design variables.

Clearly, there are many intricacies in the development of the various adjoint techniques, and it is often difficult to perform direct comparisons of the methods and to fairly assess their performance. However, thanks to collaboration across the open-source community, the SU2 software suite contains three distinctly different implementations of the adjoint methodology all within the same codebase: a continuous adjoint in a surface integral (SI) formulation, a continuous adjoint in a field integral formulation (FI), and a discrete adjoint constructed via algorithmic differentiation (AD) of the code. When combined together, these complementary sets of adjoint formulations offer an unprecedented opportunity to study a breadth of methods within a single investigation: continuous and discrete, different treatments of adjoint turbulence, and field integral and surface integral formulations.

With that in mind, the main objective of this paper is to draw meaningful conclusions about the performance of the available adjoint technologies for computing shape design gradients with a particular emphasis on accuracy. To accomplish this, we present the systematic application of a variety of adjoint technologies for computing aerodynamic sensitivities for a suite of test cases. For all investigations, we will look at sensitivities of drag with respect to shape changes of the specific geometry. In particular, we will focus on the differences between SI and FI for continuous formulations and also on the differences between frozen and differentiated turbulence models with the discrete adjoint.

This paper is organized as follows. Section II details the different adjoint formulations that are available in SU2 at a high-level. Then, in Section III, the series of test cases are studied one-by-one. A simple inviscid NACA 0012 is the first case. Second, we study the RAE 2822 airfoil in turbulent flow. The third case is the NACA 4412 airfoil at an angle of attack sufficient to cause mild flow-induced separation near the trailing edge of the upper surface. Finally, we explore the 3D Ahmed body geometry, which acts as a representative configuration for automotive applications. The Ahmed case features a large separation region in its wake induced by the sharp corners at the rear of the body, and it represents a more challenging case. Finally, in Section IV, we will summarize the major conclusions of the investigation.

II. Adjoint Formulations within SU2

In this section, we present a high-level description of the three different adjoint formulations that we will investigate. Here, we will focus on the final sensitivity expressions for the different formulations in order to highlight the key differences, and we refer the reader to the cited literature for full details. In addition to these adjoint implementations, SU2 contains all of the tools necessary for aerodynamic shape design, including the modules for solving primal and adjoint problems, acquiring gradient information by projecting sensitivities into the design space, and mesh deformation techniques. Typically, geometry parameterization
is accomplished with either Hicks-Henne bumps in 2D\textsuperscript{17} or a free-form deformation (FFD) approach in 2D or 3D\textsuperscript{18} mesh deformation with an elasticity-based approach,\textsuperscript{19} and the shape design loop is driven by the SciPy SLSQP optimizer.\textsuperscript{20}

A. Continuous Adjoint in a Surface Integral Formulation (SI)

SU2 features a native continuous adjoint solver in a surface integral formulation based on the frozen viscosity, or frozen turbulence (FT) assumption.\textsuperscript{8} A continuous adjoint that includes linearization of the Spalart-Allmaras (S-A) turbulence model has also been developed.\textsuperscript{21} In the surface formulation, the final expression for the variation of a typical force-based objective, e.g., drag or lift, with respect to infinitesimal surface perturbations $\delta S$ can be written as

$$
\delta J = \int_S \left( \vec{n} \cdot \vec{\Sigma} \cdot \partial_n \vec{v} - \mu_{tot}^* c_p \nabla S \psi_{pE} \cdot \nabla S T \right) \delta S \, ds,
$$

where $J$ is the chosen objective, $\vec{n}$ is the local surface normal, $\vec{\Sigma}$ is the adjoint stress tensor, $\vec{v}$ is the primal velocity in a Cartesian reference frame, $\mu_{tot}^* = \mu_{kin} + \mu_{tur}$ is the effective thermal conductivity, $c_p$ is the ratio of specific heats at constant pressure, $\psi_{pE}$ is the adjoint energy, $T$ is the temperature, $\partial_n(\cdot) = \vec{n} \cdot \nabla(\cdot)$ is the normal gradient operator at a surface point, and $\nabla S(\cdot) = \nabla(\cdot) - \partial_n(\cdot) \vec{n}$ is the tangential gradient operator at a surface point. Note that Eqn. 1 is a surface integral and that there are no field integral contributions to the sensitivity or any terms related to the volume grid. This formulation allows for the visualization of surface sensitivity maps by evaluating the expression in parentheses inside the integral in Eqn. 1 at each grid point on the design surface.

Since debuting in the initial public release of SU2, the continuous adjoint solver has been extensively used and rigorously tested\textsuperscript{22,23} for both inviscid and viscous problems across many flow regimes. Although it does not provide numerically exact gradient information, it has been demonstrated as a good choice for aerodynamic shape design due to sufficient accuracy, its efficiency, and the ability to customize numerical methods for solving the adjoint equations. This method requires a single primal PDE solve and a single adjoint PDE solve to obtain the sensitivity with respect to an arbitrary number $N$ of design variables.

B. Continuous Adjoint in a Field Integral Formulation (FI)

A continuous adjoint in a field integral formulation has been recently implemented within SU2, which offers another avenue for investigation. The formulation is based on the original adjoint work of Jameson as described in Leoviriyakit et al.,\textsuperscript{6} and the final sensitivity formula can be expressed as

$$
\delta J = \left( \frac{\partial J}{\partial \alpha} - \int_\Omega \Psi^T \frac{\partial R}{\partial \alpha} \, d\Omega \right) \delta \alpha,
$$

where $J$ is the chosen objective, $\alpha$ is the design variable, $\Psi$ is the adjoint state vector, and $\mathcal{R}$ is the system of governing equations written in residual form. The first term on the right-hand side is a partial derivative of the objective with respect to the design variable(s). The second term on the right-hand side is a field integral that requires the adjoint state at each node in the volume grid along with a partial derivative of the residual with respect to the design variable(s). Note that the partial derivatives here imply a fixed flow solution, meaning that they represent the changes in the objective and residual due solely to geometry in the case of shape design.

In practice, the FI formulation can be easily implemented alongside an existing SI continuous adjoint formulation. For example, assume we are interested in a drag objective for flow around an airfoil with a bump function that modifies the shape of the airfoil. First, we compute the primal and adjoint states on the original mesh and store the value of drag. Then, we impose a small perturbation of the bump that deforms not only the airfoil shape, but propagates deformations into the volume grid, which is typically accomplished via a pseudo-structural mesh deformation algorithm. The two partial derivatives in Eqn. 2 can then be computed with finite differencing by evaluating the drag with the fixed flow solution on the perturbed airfoil surface and also evaluating the residual on the perturbed volume grid with the fixed flow solution.

While the operations to compute the final sensitivity are very cheap individually and only require a single flow and adjoint solve, the cost of this method scales linearly with the number of design variables $N$, as the surface and volume grid must be perturbed to evaluate the sensitivity of each design variable.
However, if one can apply an analytic or otherwise cheap mesh deformation algorithm, this linear increase in cost is manageable. Note that we solve identical primal and adjoint PDE systems for both the SI and FI formulations with the only difference being the evaluation of the sensitivities in Eqns. 1 and 2.

C. Discrete Adjoint based on Algorithmic Differentiation (AD)

A discrete adjoint solver in SU2 has been implemented by algorithmically differentiating the entire codebase in combination with all of the existing design parameterizations available in SU2. To be more precise, this includes differentiating not only the flux routines, but also the complete nonlinear iteration structure of the solver. By exploiting the fixed-point structure, one can construct a duality-preserving iteration for solving the adjoint system without the need to manually construct an exact Jacobian matrix. In this approach, fixed-point problems are solved for the flow $\bar{U}$ and grid $\bar{X}$ discrete adjoint states that leverage algorithmic differentiation to “tape” a representation of the Jacobian matrix that can be evaluated. The final sensitivity formula reduces to

$$\frac{d J}{d \alpha} = \frac{d}{d \alpha} M^T(\alpha) \bar{X},$$

where $J$ is the chosen objective, $\alpha$ is the design variable vector, $X$ represents the grid, and $M$ is the system of equations handling the deformation of the surface and volume grid, i.e., $M(\alpha) = X$. This method requires a single primal PDE solve, an adjoint solve for the flow, and an adjoint solve for the grid sensitivities in order to obtain the total sensitivity with respect to an arbitrary number $N$ of design variables.

To improve efficiency in terms of compute and memory overhead, the group at the Technical University of Kaiserslautern has developed a custom set of AD tools specifically tuned for CFD applications as an open-source C++ library Code-Differentiation Package (CoDiPack, https://github.com/SciCompKL/CoDiPack). The discrete adjoint solver has been implemented in a general way within the SU2 suite, such that discrete adjoints for any evolutions and extensions of the primal analysis capabilities will be immediately available upon compilation without the need to manually differentiate any new components for inclusion in the discrete adjoint.

In addition to the three adjoint formulations mentioned above, we will compare all sensitivity results against a Finite Differences (FD) approach. In practice, this is accomplished by solving the primal equations in the baseline configuration and then once for a small perturbation of each design variable to get the difference in the objective $J$ before dividing by the perturbation size $\Delta \alpha$. This process requires a total of $N + 1$ primal calculations and $N$ mesh perturbations. For all FD results in this paper, $\Delta \alpha = 1e-5$.

It is important to note that each of the above formulations is a valid approach for performing sensitivity analysis, and all have been used successfully for aerodynamic design. However, it is no surprise that each has its own advantages and disadvantages. For example, the continuous adjoint is typically more efficient in terms of memory and compute than the discrete adjoint, but the discrete adjoint offers numerically exact gradient information while the continuous adjoint does not. The focus of this paper is not on declaring a single best approach. Rather, the focus is on using all of the available methods in concert in order to draw new conclusions and to obtain a deeper understanding of how the formulations perform.

III. Benchmark Cases

In this section, we investigate the following series of test cases: the NACA 0012 airfoil in inviscid, transonic flow, the RAE 2822 airfoil in turbulent, transonic flow, the NACA 4412 airfoil in turbulent, subsonic flow, and the Ahmed body configuration in turbulent, subsonic flow. For all cases, we will focus on the sensitivities of drag with respect to shape changes of the specific geometry, which will be computed with the continuous adjoint in surface integral formulation (SI), continuous adjoint in field integral formulation (FI), discrete adjoint based on algorithmic differentiation (AD), and finite differences (FD). For viscous flows, the frozen viscosity assumption is always applied for the continuous adjoint methods (SI FT and FI FT) but optionally applied for the discrete adjoint (AD FT when applied). The zero sensitivity line is also plotted on the figures in the following sections to help identify any differences in signs.
A. NACA 0012

The first case is the NACA 0012 in transonic, inviscid flow. The Mach number is 0.85, and the airfoil is at a zero angle-of-attack. Due to the zero angle of attack, a symmetry boundary condition can be used along the upstream and downstream axes from the leading and trailing edges of the airfoil, respectively, which allows for reduced computational cost by simulating only the upper half of the domain. Consequently, drag is reported only for the upper surface of the airfoil, rather than doubling the value for the full airfoil drag.

A family of regular (curvilinear) O-grids was generated for performing a grid refinement study to assess the behavior of the various adjoint formulations. Information about the grid family and primal drag values in counts is reported in Tab. 1. The 2D grid sizes are given as $N_x \times N_y$, where $N_x$ is the number of grid points along the upper airfoil surface and far-field boundary and $N_y$ is the number of grid points along the upstream and downstream boundaries along the symmetry plane. $N$ is the total number of grid points in each mesh, and $h$ is the non-dimensional grid spacing. Starting with the finest mesh, we remove every other grid line with each successive coarsening, resulting in a doubling of the grid spacing on each level. The far-field boundary is located approximately 150 chord lengths from the airfoil. Characteristic-based far-field boundary conditions are enforced on the outer boundary, and a flow tangency boundary condition is enforced on the airfoil.

Fig. 1(a) contains a view of the grid near the airfoil surface. The primal flow is computed using the JST$^{26}$ convective scheme. A modified JST scheme featuring only a higher-order dissipation term is applied to the convective flux in the continuous adjoint problem. Both the primal and continuous adjoint solves take advantage of nonlinear multigrid. Implicit, local time-stepping is used to converge the problem to the steady-state solution, and the linear system is solved using GMRES.$^{27}$ Fig. 1(b) displays the pressure contours on the finest mesh, which show the strong shock present on the upper surface for these conditions.

![View of the coarsest mesh near the airfoil surface](image1)

![Coefficient of pressure contours near the airfoil surface on the finest mesh](image2)

(a) View of the coarsest mesh near the airfoil surface. (b) Coefficient of pressure contours near the airfoil surface on the finest mesh.

**Figure 1. NACA 0012 pressure contours and a view of the mesh.**

For this case, we will compare the drag sensitivity on the upper airfoil surface with respect to 19 Hicks-Henne bump variables that are equally spaced in 5% chord increments with the first located at 5% chord. Fig. 2(a) shows the drag gradient. The results from all formulations are in excellent agreement, even on the
coarsest mesh, with the only noticeable difference being a small discrepancy for the surface formulation near the leading edge.

![Graph](image)

(a) Drag sensitivities for 19 Hicks-Henne bumps on the coarsest mesh.

![Graph](image)

(b) 2-norm of the drag gradient vector as computed across the family of grids.

Figure 2. NACA 0012 drag sensitivities and behavior of the drag gradient during grid refinement.

However, using our family of grids, we can investigate the behavior of the adjoint formulations in more detail. Fig. 2(b) presents the 2-norm of the drag gradient as we refine the grid while holding all of the numerical methods and design variable parameterization fixed. As expected, the various formulations all converge toward a zero grid-spacing value. The AD and FD results track each other very closely in this study and are nearly indistinguishable. However, the SI and FI formulations depart from the AD and FD results, as well as from each other. The continuous and discrete formulations converge to different values for the gradient magnitude as the grid is refined. This can be explained by the fact that they solve slightly different problems by construction in the present implementations when considering their linearization and discretization. We also see in Fig. 2(b) that, compared to each other, the FI gradient converges more quickly to the asymptotic value than the SI formulation, suggesting that including the field integral terms can reduce errors in the continuous formulation more quickly.

B. RAE 2822

The second case we will consider is the RAE 2822 airfoil in transonic, turbulent flow, which requires the solution of the RANS equations. The RAE 2822 airfoil is a supercritical airfoil commonly used for validation of turbulence models. Experimental case 6 from AGARD\textsuperscript{28} is considered with flow conditions as described by NASA’s NPARC Alliance Verification and Validation Archive.\textsuperscript{29} The Mach number is 0.729, the angle of attack is 2.31°, the Reynolds number based on a chord of 1.0 is 6.5e6, and the free-stream temperature is 288.15 K. For more SU2 validation results with the RAE 2822 case, the reader is referred to previous work.\textsuperscript{15} Fig. 3(a) presents pressure contours around the RAE 2822 for case 6.

We use a mixed-element grid, featuring a region of quadrilaterals wrapped around the near-body region of the RAE 2822 airfoil, similar to a C-grid topology for a structured mesh. It contains 13,937 grid points and 22,842 elements in total with 192 edges making up the airfoil boundary and 40 edges along the far-field boundary. The first grid point off the airfoil surface is at a distance to ensure $y^+ \approx 1$, and the far-field boundary is located approximately 100 chord lengths away from the airfoil. A characteristic-based far-field boundary condition is enforced on the far-field boundary, and a no-slip, adiabatic boundary condition is enforced on the airfoil. 30 FFD control point variables are defined above and below the airfoil. Both the mesh and FFD control points are shown Fig. 3(b).

For the primal problem, convective fluxes are computed with the Roe scheme\textsuperscript{30} with a second-order reconstruction and the Venkatakrishnan limiter\textsuperscript{31} applied. Turbulent variables for the S-A model are convected with a first-order scalar upwind method, and viscous fluxes are calculated using the corrected average-gradient method. Implicit, local time-stepping is used to converge the problem to the steady-state solution, and the linear system is solved using GMRES. For the continuous adjoint problem, we use a second-order
(a) Pressure contours around the RAE 2822 with the typical shock seen in Case 6.

(b) View of the mesh near the airfoil surface with FFD control point numbering.

Figure 3. RAE 2822 pressure contours and a view of the grid near the airfoil.

upwind convective scheme and apply the frozen viscosity assumption, i.e., no adjoint turbulence model. We do not apply a slope limiter to the continuous adjoint solution.

Fig. 4(a) and 4(b) show full and zoom views, respectively, of the computed drag sensitivities with respect to vertical motion of the 30 FFD control point variables. Overall, the gradients follow the same trends, and the signs of the sensitivity are mostly in agreement. However, there are several key differences to highlight. First, the SI FT sensitivities stray far from the others near the leading and trailing edges (sign and magnitude). This phenomenon was also noted by Lozano and attributed to the presence of sharp edges, as the SI FT formulation assumes a smooth surface in its derivation. Alternatively, we see that the FI FT result closely matches the AD and FD results. The inclusion of the grid effects in the FI FT formulation not only corrects the issues at the sharp edges, but also moves the sensitivities closer to the AD and FD results along the smooth portions of the upper and lower surfaces, as seen in Fig. 4(b).

(a) Drag sensitivities with respect to vertical (y-axis) movement of 30 FFD control point variables.

(b) Zoom view of the drag sensitivities.

Figure 4. RAE 2822 drag sensitivity results.

The AD and FD results are nearly coincident, as expected. For this case, we also compute the discrete adjoint with frozen viscosity to find the relative importance of including an adjoint turbulence model for
this case. The AD FT result closely resembles the AD counterpart. Small discrepancies between AD and AD FT can be seen along the upper surface of the airfoil upstream and downstream of the shock, which is not surprising, as the RAE 2822 case 6 features a small shock-boundary layer interaction on the upper surface. However, the overall impact of freezing the turbulence in this case is relatively small, especially when compared to the impact of including grid effects with the continuous adjoint.

![Mach number contours](image1)

(a) Mach number contours. A small separation region is visible near the trailing edge on the upper surface.

![View of the grid](image2)

(b) View of the mesh near the airfoil surface with FFD control point numbering.

**Figure 5.** NACA 4412 Mach number contours and view of the grid.

---

**C. NACA 4412**

This case simulates turbulent flow over a NACA 4412 airfoil under essentially incompressible free-stream conditions as specified by the NASA Langley Research Center Turbulence Modeling Resource ([https://turbmodels.larc.nasa.gov](https://turbmodels.larc.nasa.gov)). The S-A turbulence model is used for this test case, and the free-stream conditions are as follows: Mach number of 0.09, angle of attack of 13.87°, Reynolds number based on a chord of 1.0 of 1.52e6, and a free-stream temperature of 297.778 K. Mach contours around the NACA 4412 are shown in Fig. 5(a), and the small separation region on the upper trailing edge that is characteristic of this test case is visible. For additional SU2 validation results for the NACA 4412 case, the reader is again referred to previous work.\(^{15}\)

The grid is composed entirely of quadrilateral elements in an O-grid topology with 60,996 total grid points and 60,398 cells. More specifically, it is a 598 x 102 curvilinear grid with 598 grid points along the airfoil surface and 102 grid points stretching from the airfoil surface to far-field boundary. The far-field boundary is located approximately 20 chord lengths away from the airfoil. A characteristic-based far-field condition is applied to the outer domain boundary, and an adiabatic, no-slip wall boundary condition is enforced on the airfoil surface. Mesh spacing at the airfoil boundary is sufficient to ensure \(y^+ \approx 1\) over the airfoil surface.

![Drag sensitivity](image3)

**Figure 6.** NACA 4412 drag sensitivity with respect to vertical (y-axis) movement of 30 FFD control point variables.
We will again compare drag sensitivities with respect to vertical (y-axis) movement of FFD control point variables. Both the mesh and FFD control points are shown Fig. 5(b). Note that only the interior set of FFD control points are active, and the control points making up the outer boundary of the FFD box are fixed. The same set of numerical methods as with the RAE 2822 case were applied with one notable exception: no limiter is applied to the second-order upwind scheme in the primal problem.

Fig. 6 compares the drag sensitivities for the various adjoint formulations. SI FT shows decent agreement with AD and FD, while the signs for several control points are incorrect for both SI FT and FI FT. When it comes to comparing the formulations, the results are less conclusive here than with the RAE 2822 case. FI FT again corrects inaccuracies near the trailing edge of the airfoil, but FI FT also predicts different behavior at the leading edge compared to AD and FD. AD FT matches with AD and FD near the trailing edges, but it exhibits smaller values of sensitivity along the upper/lower surfaces (some errors in signs) and different behavior near the leading edge. However, note that the magnitudes of the gradients are much smaller overall relative to the RAE 2822 case. Without a shock, the drag sensitivities represent the impact of shape changes on the skin friction and pressure drag.

As a follow-up test, we compute the drag sensitivities again while varying the numerical methods. In practice, we find that the ability to choose and customize numerical methods for solving the continuous adjoint is typically a luxury, since convergence problems often arise with any type of adjoint. In these scenarios, we are able to tailor our numerical methods independently for both the primal and adjoint problems in order to obtain a viable solution for the continuous adjoint, albeit at the potential cost of accuracy or convergence. This is evident from Figs. 7(a)–7(c).

In Fig. 7(b), we activate the Venkatakrishnan limiter in the primal problem while maintaining the same numerical methods for the continuous adjoint problem. The limiting of the flow variable gradients causes a discrepancy in the SI FT result near the trailing edge. This might be expected, as sharp trailing edges do not have well-defined normals and are typically highly sensitive areas with large flow variable gradients, and both surface normals and gradients of variables on the surface are needed to evaluate Eqn. 1. For this case, the FI FT result recovers the behavior of AD and FD near the trailing edge.

In Fig. 7(c), we hold fixed the numerical methods for the primal problem but recompute the continuous adjoint with a second-order centered scheme in place of the second-order upwind scheme. Discrepancies appear at both the leading and trailing edges of the airfoil, and SI FT can be up to an order of magnitude away from the other gradient results. Again, it is not surprising that changes to the numerics can have a large impact on the variables appearing in Eqn. 1, as well as their spatial gradients near the surface, especially for RANS cases featuring highly-stretched, anisotropic cells for resolving boundary layers. The FI FT result for this case again recovers behavior similar to the AD and FD results.

Viewing the NACA 4412 results now as a whole, we see that our original set of numerical methods was a good choice for SI FT based on the general agreement seen in Fig. 6. In our experience, the SI FT formulation works well in most cases, especially when the grid is of high quality. Unfortunately, if we stray from this set of numerical methods, we can quickly find the SI FT result to be an order of magnitude different from the others. In these cases, we see that FI FT alleviates the issues, returning the continuous adjoint result in line with AD and FD. In that sense, the FI formulation offers additional robustness for the continuous adjoint, even when tailoring the numerical methods to a given problem, which is a common strategy.
D. Ahmed Body

The previous cases were simple and somewhat idealized, as the problems were 2D, the flow conditions were relatively tame, and the meshes were of high quality. Convergence to machine precision was easily obtained for all prior cases for both the primal and adjoint problems. Unfortunately, these luxuries cannot always be expected in an industrial environment where turnaround times must fit within an established design cycle. Complex, 3D geometries embedded in coarse or low-quality unstructured meshes is often the norm, and the desired flow conditions may stress the intended limits of the available models.

With this in mind, we present a final case that is more representative of an industrial situation: turbulent flow around the 3D Ahmed car body configuration. The Ahmed body is a widely studied, canonical case for automotive applications, and while the geometry is not overwhelmingly complex, the flow conditions around the sharp-edged, bluff body result in a massively separated wake region. The S-A turbulence model is again used for this test case, and the free-stream conditions are as follows: Mach number of 0.1728, angle of attack of 0.0°, angle of sideslip of 0.0°, Reynolds number based on a body length of 1.044 m of 4.29e6, and a free-stream temperature of 300.0 K. Pressure contours on the body surface and streamlines are shown in Fig. 8(a), and the separated wake region behind the body is visible.

Figure 8. Streamlines around the Ahmed body geometry and view of the surface grid with FFD design variables.

For this case, we take advantage of the flow symmetry and create an unstructured grid for the half-body alone. The mixed-element grid has a combination of triangles and quadrilaterals on the body surface, a near-body region extruded normally from the body that is composed of prisms and hexas, and a far-field region of tets. The mesh contains a total of 247,862 grid points and 508,080 elements. The mesh is coarse for this problem by construction, especially in the wake region where extra mesh density is required to resolve the wake adequately. However, mesh spacing near the wall is sufficient to ensure that \( y^+ \approx 1 \).

The far-field boundary is located approximately 10 body lengths away, and a symmetry plane representing the ground is below the body. A characteristic-based far-field condition is applied to the outer domain boundary, a symmetry boundary condition is applied to the floor and the symmetry plane, and an adiabatic, no-slip wall boundary condition is enforced on the body. We will study the drag sensitivity with respect to 6 FFD control point variables along the upper, rear corner of the vehicle that are allowed to move in the vertical direction (z-axis). The surface mesh and FFD control points are shown Fig. 8(b).

We apply the JST scheme to the convective terms for the primal problem. The turbulent variable for the S-A model is convected with a first-order scalar upwind method, and viscous fluxes are calculated using the corrected average-gradient method. Implicit, local time-stepping is used to converge the problem to the steady-state solution, and the linear system is solved using GMRES. For the continuous adjoint problem, we use the modified JST scheme that features only a high-order dissipation term. It should be noted that we...
were able to achieve convergence to machine precision for the primal problem, but the continuous adjoint was more difficult to converge with only 3 or 4 orders of magnitude reduction in the adjoint density residual.

Fig. 9(a) and 9(b) show the drag sensitivity comparisons in a full view and a zoom view, respectively. For this case, the results are conclusive: even though the signs are correct, SI FT can be an order of magnitude away from AD and FD, while FI FT more closely tracks AD and FD. We also see that the AD FT result moves from AD toward FI FT, which is intuitive if one considers that both AD FT and FI FT include the effects of mesh differentiation while freezing turbulence.

The Ahmed case features a coarse, mixed-element mesh with the necessary high aspect ratio cells for RANS, a large separated wake region, and lack of convergence for the continuous adjoint problem, but even in the face of these issues, FI FT provides robustness over SI FT and results in sensitivities that are generally close to AD and FD. Comparing the effects of freezing turbulence (AD vs. AD FT) and the inclusion of grid effects (SI FT vs. FI FT), we conclude that the inclusion of grid effects is more critical than the inclusion of an adjoint turbulence model for obtaining accurate sensitivities with this type of problem.

IV. Conclusions

In this study, we have investigated different adjoint formulations within the SU2 suite: a continuous adjoint in surface integral form with frozen turbulence (SI FT), a continuous adjoint in field integral form with frozen turbulence (FI FT), and a discrete adjoint using algorithmic differentiation with and without frozen turbulence (AD and AD FT). We have also compared sensitivity results against simple finite differences (FD). These formulations were applied to the computation of drag sensitivities with respect to shape changes for different external flow test cases. The four test cases considered were the NACA 0012 in transonic, inviscid flow, the RAE 2822 in transonic, turbulent flow, the NACA 4412 in subsonic, turbulent flow, and the Ahmed body in subsonic, turbulent flow. The final three cases all require the RANS equations, and two of them feature some level of separation.

From the cases studied, we are able to draw a number of conclusions about how the formulations perform. First, similar to the conclusions reached by Lozano et al.10 and Kavvadias et al.,13 we note that SI FT sensitivities can be more than an order of magnitude away from AD and FD in cases where the grid or numerical methods have a major impact on the solution. The FI formulation is much closer to AD and FD at sharp edges as compared to SI, which was discussed previously in Lozano,12 but we also find that FI accuracy is more robust to changes in numerical methods over the SI formulation. Overall, FI FT is generally close to AD and FD for all cases studied, with occasional erroneous sensitivity signs.

Again, we would like to highlight that all of the above formulations are valid approaches to solving the adjoint problem and have been used successfully for aerodynamic shape design. Depending on the situation, any one of the above formulations may still be the best choice given constraints on time, memory, accuracy,
etc. However, from these results, we see that terms related to the mesh differentiation can add robustness to the continuous adjoint, and they can be more important than the inclusion of an adjoint turbulence model. In particular, grid effects appear to be more important in RANS cases than in inviscid cases, which is likely due to high aspect ratio cells near the walls for turbulent flows.
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